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Abstract
We remark that the combination of the works of Ben-Bassat–Brav–Bussi–Joyce and Alper–Hall–Rydh imply the conjectured local description of the moduli stacks of semi-Schur objects in the derived category of coherent sheaves on projective Calabi–Yau 3-folds. This result was assumed in the author’s previous papers to apply wall-crossing formulas of DT-type invariants in the derived category, for example DT/PT correspondence, rationality, etc. We also show that the above result can be applied to prove the higher-rank version of the DT/PT correspondence and rationality.

1. Introduction
1.1 Moduli stacks of semi-Schur objects on Calabi–Yau 3-folds
The Donaldson–Thomas (DT for short) invariants were introduced by Thomas [Tho00] as holomorphic analogue of Casson invariants on real 3-manifolds. They count stable sheaves on Calabi–Yau 3-folds, and their rank one theory is conjectured (and proved in many cases [PP17]) to be related to Gromov–Witten invariants [MNOP06]. On the other hand, Joyce–Song [JS12] and Kontsevich–Soibelman [KS08] introduced generalized DT invariants that also count strictly semistable sheaves, and proved their wall-crossing formula. It has been expected that the wall-crossing formula is also applicable for DT-type invariants counting Bridgeland semistable objects [Bri07] or weak semistable objects [Tod10a] in the derived category of coherent sheaves. Although almost all the technical details are parallel with [JS12], there has been a technical issue, namely a certain local description of the moduli stack of semistable objects in the derived category. That technical issue was assumed in the author’s previous papers [Tod10a, Tod13b, Tod11, Tod12, Tod13a, Tod16] so that the proofs of their main formulas on DT invariants were not mathematically rigorous except those for their Euler characteristic version. (The Euler characteristic version is the formula for the naive Euler characteristics of the moduli spaces of sheaves without the weight by the Behrend function.)

The first purpose of this note is to remark that the above technical issue is now settled, just by combining the works of Ben-Bassat–Brav–Bussi–Joyce [BBBJ15] and Alper–Hall–Rydh...
Hall algebras [AHR15]. As this fact was not explicitly mentioned in the literature, we point it out in this article. The following statement was formulated as Conjecture 1.2 in [Tod13b].

**Theorem 1.1** (Ben-Bassat–Brav–Bussi–Joyce [BBBJ15], Alper–Hall–Rydh [AHR15], Theorem 2.1). Let $X$ be a smooth projective Calabi–Yau 3-fold over $\mathbb{C}$ and $\mathcal{M}$ be the moduli stack of semi-Schur objects $E \in D^b \text{Coh}(X)$; that is, they satisfy $\text{Ext}^{<0}(E, E) = 0$. For $[E] \in \mathcal{M}$, let $G$ be a maximal reductive subgroup of $\text{Aut}(E)$. Then there exist a $G$-invariant analytic open neighborhood $V$ of 0 in $\text{Ext}^1(E, E)$, a $G$-invariant holomorphic function $f : V \to \mathbb{C}$ with $f(0) = df|_0 = 0$, and a smooth morphism of complex analytic stacks

$$\Phi : (\{df = 0\}/G, 0) \to (\mathcal{M}, [E])$$

of relative dimension $\dim \text{Aut}(E) - \dim G$.

The above result was first proved when $E \in \text{Coh}(X)$ by Joyce–Song [JS12] using gauge theory. In general, by the work of Pantev–Toën–Vaquie–Vezzosi [PTVV13], the stack $\mathcal{M}$ is the truncation of a smooth derived stack with a $(-1)$-shifted symplectic structure. Using this fact, Ben-Bassat–Brav–Bussi–Joyce [BBBJ15] showed that $\mathcal{M}$ has Zariski locally an atlas which is written as a critical locus of a certain algebraic function. In particular, Theorem 1.1 was proved by them for a Schur object $[E] \in \mathcal{M}$; that is, $\text{Hom}(E, E) = \mathbb{C}$. For a strictly semi-Schur object $[E] \in \mathcal{M}$, the remaining issue has been whether we can take the function $f$ to be invariant under the $G$-action. This issue was addressed by Bussi [Bus14], who showed a result similar to Theorem 1.1 under the assumption that $\mathcal{M}$ is Zariski locally written as a quotient stack of the form $[S/GL_n(\mathbb{C})]$ for a quasi-projective variety $S$. It is still not known whether the last assumption holds for $\mathcal{M}$. However, the work of Alper–Hall–Rydh [AHR15] implies that locally near $[E] \in \mathcal{M}$, the stack $\mathcal{M}$ admits a smooth morphism of the form $[S/G] \to \mathcal{M}$ for an affine variety $S$ with relative dimension $\dim \text{Aut}(E) - \dim G$. We will see that the result of [AHR15] is enough to conclude Theorem 1.1.

Now, given Theorem 1.1, all of the Hall algebra arguments in [JS12, Bri12] apply for any heart $\mathcal{A}$ of a bounded t-structure in the derived category of coherent sheaves on a Calabi–Yau 3-fold $X$. In particular, following [Bri12], we can construct a Poisson algebra homomorphism from the regular elements of the motivic Hall algebra of $\mathcal{A}$ to the Poisson torus, which we will review in Section 2.6. Such a statement is relevant to apply the wall-crossing formula in the derived category.

1.2 Removing assumptions in previous papers

The result of Theorem 1.1 was conjectured and assumed in the author’s previous papers. Now we can remove that assumption from the results in [Tod10a, Theorem 1.2], [Tod13b, Theorem 1.3], [Tod11, Theorem 1.3], [Tod12, Theorem 3.11], [Tod13a, Theorem 1.5], [Tod16, Theorem 1.2] or change the statement of the Euler characteristic version to that on the honest DT invariants.

For example, let us focus on the DT/PT (where PT stands for Pandharipande–Thomas) correspondence in [Tod10a]. Let $X$ be a smooth projective Calabi–Yau 3-fold, and take

$$\beta \in H_2(X, \mathbb{Z}), \quad n \in \mathbb{Z}.$$

Associated with the above data, we have two kinds of curve-counting invariants,

$$I_{n, \beta} \in \mathbb{Z} \quad \text{and} \quad P_{n, \beta} \in \mathbb{Z}.$$

The invariant $I_{n, \beta}$ is the rank one DT invariant [MNOP06], which virtually counts subschemes $C \subset X$ with $\dim C \leq 1$, $[C] = \beta$, and $\chi(\mathcal{O}_C) = n$. On the other hand, $P_{n, \beta}$ is the PT stable pair
invariant [PT09], which virtually counts pairs \((F, s)\) where \(F\) is a pure one-dimensional sheaf with \([F] = \beta\) and \(\chi(F) = n\), and \(s: \mathcal{O}_X \to F\) is a morphism which is surjective in dimension one. The above two invariants are known to be related by
\[
\sum_{n \in \mathbb{Z}} I_{n, \beta} q^n = M(q)^{e(X)} \cdot \sum_{n \in \mathbb{Z}} P_{n, \beta} q^n. \tag{1.1}
\]
Here, \(M(q)\) is the MacMahon function
\[
M(q) = \prod_{k \geq 1} \left(1 - q^k\right)^{-k}.
\]
The formula (1.1) was conjectured in [PT09]; its Euler characteristic version was proved in [Tod10a, ST11], and the Behrend function-weighted version was finally proved by Bridgeland [Bri11]. As we remarked in the appendix of an earlier version (arXiv:0902.4371) of [Tod10a], the argument of [Tod10a] also proves the formula (1.1) if we know Theorem 1.1. So we can now prove formula (1.1) using the argument of [Tod10a] without any assumption.

In any case, formula (1.1) was proved by Bridgeland [Bri11] without using Theorem 1.1, so Theorem 1.1 is not essential in proving (1.1). On the other hand, it seems that Theorem 1.1 is essential in proving the higher-rank version of formula (1.1), which we discuss in the next subsection. Before this, let us discuss the difference between the arguments in [Tod10a] and [Bri11]. In [Tod10a], we regarded a subscheme \(C \subset X\) as an ideal sheaf \(I_C\) and a stable pair as a two-term complex \((\mathcal{O}_X \xrightarrow{s} F)\). As they are rank one objects in the derived category, we used the Hall algebra of the heart of some t-structure to show the Euler characteristic version of (1.1). On the other hand, in [Bri11], a subscheme and a stable pair were regarded as coherent systems, which are one-dimensional sheaves together with sections. The latter viewpoint has an advantage in the fact that everything can be worked out in the Hall algebra of one-dimensional sheaves. So the result of Theorem 1.1 for coherent sheaves, which was already shown in [JS12], was enough to prove formula (1.1).

However, the above interpretation of a sheaf as a coherent system is only possible for a rank one object. A higher-rank stable sheaf is not necessarily regarded as data \(W \otimes \mathcal{O}_X \to F\) for some finite-dimensional vector space \(W\) and a one-dimensional sheaf \(F\). So it is not obvious how to study the higher-rank DT invariants using Hall algebras of one-dimensional sheaves as in [Bri11].

### 1.3 Wall-crossing formula for higher-rank objects

The second purpose of this article is to study higher-rank DT invariants, for example giving a higher-rank analogue of formula (1.1). Here, we emphasize that in contrast with the rank one case, Theorem 1.1 is essential to give a rigorous proof. Let us take an ample divisor \(\omega\) on \(X\) and an element
\[
(r, D, -\beta, -n) \in H^0(X) \oplus H^2(X) \oplus H^4(X) \oplus H^6(X) \tag{1.2}
\]
such that \(r \geq 1\) and \((r, D \cdot \omega^2)\) are coprime. Let
\[
\text{DT}(r, D, -\beta, -n) \in \mathbb{Z} \tag{1.3}
\]
be the DT invariant which virtually counts \(\omega\)-slope stable sheaves \(E \in \text{Coh}(X)\) whose Chern character coincides with (1.2).

We define a PT stable object as an object
\[
I^* \in \text{DbCoh}(X) \tag{1.4}
\]
such that $\mathcal{H}^i(I^\bullet) = 0$ for $i \neq 0, 1$, $\mathcal{H}^0(I^\bullet)$ is a $\omega$-slope stable sheaf, and $\mathcal{H}^1(I^\bullet)$ is zero-dimensional. This notion appeared in Lo’s work [Lo12] in describing certain polynomial-stable objects [Bay09]. A PT stable object is a PT stable pair in the rank one case, but it is not necessarily written as a reasonable pair in a higher-rank case (cf. Section 3.2). We can define the invariant

$$\text{PT}(r, D, -\beta, -n) \in \mathbb{Z},$$

which virtually counts objects (1.4) whose Chern character is (1.2). When $(r, D) = (1, 0)$, the invariants (1.3) and (1.5) coincide with $I_{n,\beta}$ and $P_{n,\beta}$, respectively. The following is a higher-rank analogue of formula (1.1).

**Theorem 1.2 (Theorem 3.18).** For a fixed $(r, D, \beta)$, we have the following formula:

$$\sum_{6n \in \mathbb{Z}} \text{DT}(r, D, -\beta, -n)q^n = M((-1)^r q^{r-e(X)}) \sum_{6n \in \mathbb{Z}} \text{PT}(r, D, -\beta, -n)q^n. \quad (1.6)$$

We note that formula (1.1) is the special case of (1.6) for $(r, D) = (1, 0)$. Indeed, in the rank one case, the proof is essentially the same as in [Tod10a], where we studied the wall-crossing phenomena in the category generated by $O_X$ and one-dimensional sheaves shifted by $[-1]$ in the derived category. We will also construct a similar abelian category and investigate a wall-crossing phenomenon. However, in this article we simplified several arguments by considering certain nested torsion pairs in the abelian category rather than studying the weak-stability conditions. Also, as we work with the Hall algebra of a t-structure in the derived category (rather than that of one-dimensional sheaves as in [Bri11]), the use of Theorem 1.1 is essential for the proof.

The generating series of PT invariants was also conjectured to be a rational function in [PT09], which is required to formulate the PT/GW correspondence (where GW stands for Gromov–Witten). The rationality conjecture was proved for the Euler characteristic version in [Tod10b] and finally proved by Bridgeland [Bri11]. In the higher-rank case, we have the following similar rationality statement.

**Theorem 1.3 (Corollary 4.9).** For a fixed $(r, D, \beta)$, we can write

$$\sum_{6n \in \mathbb{Z}} \text{PT}(r, D, -\beta, -n)q^n = F(q) \cdot G(q^{1/6}),$$

where $F(q)$ is the Laurent expansion of a rational function of $q$ and $G(q^{1/6})$ is a Laurent polynomial in $q^{1/6}$ with integer coefficients.

Again, the proof is essentially the same as in [Tod10b], but the proof is much simplified, and we use Theorem 1.1 for the rigorous proof. Also, unlike in the rank one case, the rational functions $F(q)$ and $G(q^{1/6})$ are not necessarily invariant under $q \leftrightarrow q^{-1}$ and $q^{1/6} \leftrightarrow q^{-1/6}$, respectively, in the higher-rank case. By combining Theorems 1.2 and 1.3, we obtain the formula

$$\sum_{6n \in \mathbb{Z}} \text{DT}(r, D, -\beta, -n)q^n = M((-1)^r q^{r-e(X)}) \cdot F(q) \cdot G(q^{1/6}).$$

This formula is a new structure result on DT invariants which can be applied for any positive rank.

### 1.4 Related works

A result similar to Theorem 1.1 was once announced by Behrend–Getzler. Recently, Jiang [Jia18] proved the Behrend function identities given in Theorem 2.7 using the cyclic $L_\infty$-algebra technique and unpublished work by Behrend–Getzler.
So far, there exist some articles in which a higher-rank analogue of DT theory or PT theory has been studied [Tod10c, Sto12, Nag10, CDP10, She11]. In these articles, all the higher-rank objects are of the form $(W \otimes \mathcal{O}_X \to F)$; this does not cover all of the stable sheaves as we already mentioned. So our situation is much more general than that in the above articles.

It is a natural problem to extend the results of Theorems 1.2 and 1.3 to the motivic DT invariants introduced by Kontsevich–Soibelman [KS08]. Still, there exist some technical issues in this extension, for example the existence of an orientation data, but the number of issues is decreasing due to the recent progress on the rigorous foundation of motivic DT theory (cf. [BJM19, Lê15, DM15, Jia16]).

2. Hall algebras in the derived category

2.1 $d$-critical stacks

We first recall Joyce’s notion of $d$-critical stacks introduced in [Joy15]. For any algebraic stack $X$, Joyce constructed a sheaf of vector spaces $S^0_X$ satisfying the following property. For any scheme $V$, a smooth morphism $V \to X$, and a closed embedding $i: V \hookrightarrow U$ for a smooth scheme $U$, there is an exact sequence

$$0 \to S^0_X|_V \oplus \mathbb{C}_V \to i^{-1}\mathcal{O}_U/I^2 \xrightarrow{\partial} i^{-1}\Omega_U/I \cdot i^{-1}\Omega_U.$$

Here $I \subset i^{-1}\mathcal{O}_U$ is the ideal sheaf of functions vanishing on $V$, and $\mathbb{C}_V$ is the constant sheaf on $V$. For example, if there is a regular function $f: U \to \mathbb{A}^1$ with $V = \{df = 0\}$ and $f|_{V_{\text{red}}} = 0$, then

$$s = f + I^2 \in \Gamma(V, S^0_X|_V). \quad (2.1)$$

By definition, a pair $(X, s)$ for an algebraic stack $X$ and $s \in H^0(S^0_X)$ is called a $d$-critical stack if for any scheme $V$ and a smooth morphism $V \to X$, the section $s|_V \in \Gamma(V, S^0_X|_V)$ can be written as (2.1) for some data $(U, f, i)$. In this case, the data

$$(V, U, f, i)$$

is called a $d$-critical chart. Roughly speaking, a $d$-critical stack is an algebraic stack which locally has an atlas given by the critical locus of some function $f$, and the section $s$ remembers the function $f$.

2.2 Luna étale slice theorem for algebraic stacks

It is well known that the stack of coherent sheaves on a projective scheme can be Zariski locally written as a quotient stack. However, such a result is not known for the stack of objects in the derived category of coherent sheaves. The following result by Alper–Hall–Rydh [AHR15], simplified in the $k = \mathbb{C}$ case, will be useful to settle the above issue.

**Theorem 2.1** ([AHR15, Theorem 1.2]). Let $\mathcal{X}$ be a quasi-separated algebraic stack, locally of finite type over $\mathbb{C}$ with affine geometric stabilizers. Let $x \in \mathcal{X}$ be a point and $G \subset \text{Aut}(x)$ a reductive subgroup scheme. Then there exist an affine scheme $S$ with a $G$-action, a point $p \in S$ fixed by $G$, and a smooth morphism

$$\Phi: ([S/G], p) \to (\mathcal{X}, x).$$

We can say more on the above result, which we mention in the following remark.
Remark 2.2. From the construction of $S$ in the proof of [AHR15, Theorem 1.2], we have the 2-Cartesian diagrams

\[
\begin{array}{ccc}
\{p\}/G & \longrightarrow & [T_2^{[1]}\mathcal{X}/G] \longrightarrow [S/G] \\
\bigg\downarrow & & \bigg\downarrow \\
\{x\}/\text{Aut}(x) & \longrightarrow & [T_2^{[1]}\mathcal{X}/\text{Aut}(x)] \longrightarrow \mathcal{X}.
\end{array}
\]

Here $T_2^{[1]}\mathcal{X} \subset T_2\mathcal{X}$ is the first-order infinitesimal neighborhood at zero, the top horizontal morphisms are induced by a $G$-equivariant embedding $T_2^{[1]}\mathcal{X} \hookrightarrow S$ sending 0 to $p$, the bottom-left morphism sends $\{x\}$ to 0, and the bottom-right morphism is induced by the natural map $T_2^{[1]}\mathcal{X} \rightarrow \mathcal{X}$. In particular, the morphism $\Phi$ is of relative dimension $\dim \text{Aut}(x) - \dim G$, the morphism $G = \text{Aut}(p) \rightarrow \text{Aut}(x)$ between stabilizers induced by $\Phi$ coincides with the inclusion $G \subset \text{Aut}(x)$, and the induced map on tangent spaces

\[d\Phi|_p: T_p[S/G] \rightarrow T_p\mathcal{X}\]

is an isomorphism.

### 2.3 Proof of Theorem 1.1

In what follows, $X$ is a smooth projective Calabi–Yau 3-fold over $\mathbb{C}$; that is, $K_X = 0$ and $H^1(X, O_X) = 0$. We denote by $\mathcal{M}$ the stack of objects

\[E \in D^b\text{Coh}(X), \quad \text{Ext}^{<0}(E, E) = 0.\]

By a result of Lieblich [Lie06], the stack $\mathcal{M}$ is an algebraic stack that is locally of finite type. Using the theory of Joyce’s $d$-critical stacks and Theorem 2.1, one can show an algebraic version of Theorem 1.1. The following Theorem 2.3 is a generalization of [Bus14, Theorem 4.3] and obviously implies Theorem 1.1.

**Theorem 2.3.** For $[E] \in \mathcal{M}$, let $G \subset \text{Aut}(E)$ be the maximal reductive subgroup. Then there exist a smooth affine scheme $U$ with a $G$-action, a $G$-invariant point $p \in U$, a $G$-invariant regular function $f: U \rightarrow \mathbb{A}^1$ with $f(p) = df|_p = 0$, and a smooth morphism

\[\Phi: ([\{df = 0\}/G], p) \rightarrow (\mathcal{M}, [E]) \quad (2.2)\]

with relative dimension $\dim \text{Aut}(E) - \dim G$. Moreover, let $g \in G$ act on $\text{Ext}^1(E, E)$ by $\epsilon \mapsto g \circ \epsilon \circ g^{-1}$. Then there is a $G$-equivariant étale morphism $u: U \rightarrow \text{Ext}^1(E, E)$ with $u(p) = 0$, and under the natural identification $T_{[E]}\mathcal{M} = \text{Ext}^1(E, E)$, we have

\[d\Phi|_p = du|_p: T_pU \rightarrow T_{[E]}\mathcal{M}.\]

**Proof.** By [Lie06], the stack $\mathcal{M}$ is locally quasi-separated. The geometric stabilizer at $[E] \in \mathcal{M}$ is $\text{Aut}(E)$, which is an affine algebraic group as it is an open subscheme of $\text{Hom}(E, E)$. Therefore, applying Theorem 2.1 and keeping in mind Remark 2.2, we see that there exist an affine scheme $S$ with a $G$-action, a $G$-invariant point $p \in S$, and a smooth morphism

\[\Phi: [S/G] \rightarrow \mathcal{M} \quad (2.3)\]

which sends $p$ to $[E]$ with relative dimension $\dim \text{Aut}(E) - \dim G$.

By [BBBJ15, Corollary 3.19], the stack $\mathcal{M}$ extends to the $d$-critical stack $(\mathcal{M}, s)$. This fact is based on the result by Pantev–Töen–Vaquie–Vezzosi [PTVV13] that the stack $\mathcal{M}$ is the truncation of a smooth derived stack with a $(-1)$-shifted symplectic structure. Since (2.3) is a smooth
morphism, by [Joy15, Proposition 2.8], the pull-back
\[ \Phi^* s \in \Gamma([S/G], S_s^0) \]
gives the $d$-critical stack $([S/G], \Phi^* s)$. But by [Joy15, Example 2.55], a $d$-critical structure on the quotient stack $[S/G]$ is equivalent to a $G$-invariant $d$-critical structure on $S$ defined in [Joy15, Definition 2.40]. Since $G$ is reductive, $S$ is affine, and $p \in S$ is fixed by $G$, we can apply [Joy15, Proposition 2.43, Remark 2.47] to conclude the following: after shrinking $S$ in a neighborhood of $p \in S$ if necessary, there exists a $G$-invariant critical chart $(S, U, f, i)$ such that $\dim U = \dim T_p S$. Here by the definition of a $G$-invariant $d$-critical chart in [Joy15, Definition 2.40], the object $U$ is a smooth scheme with a $G$-action, $f: U \to \mathbb{A}^1$ is a $G$-invariant function, and $i: S \hookrightarrow U$ is a $G$-equivariant embedding such that $S = \{df = 0\}$ and $f|_{S_{\text{red}}} = 0$. Therefore, the morphism (2.3) gives a smooth morphism (2.2) as desired.

By Remark 2.2, the morphism $d\Phi|_p: T_p[S/G] \to T_{[E]} M$ is an isomorphism. Since we have
\[ T_p[S/G] = T_p S = T_p U, \quad T_{[E]} M = \text{Ext}^1(E, E) \]
and the embedding $i$ is $G$-equivariant, the morphism $d\Phi|_p$ induces the $G$-equivariant isomorphism $T_p U \xrightarrow{\cong} \text{Ext}^1(E, E)$. Therefore, by shrinking $(S, U)$ if necessary, we can construct a desired $G$-equivariant étale morphism $u: U \to \text{Ext}^1(E, E)$.

**Remark 2.4.** The result of Theorem 2.3 also holds when $X$ is a some non-compact Calabi–Yau 3-fold and $E \in D^b \text{Coh}(X)$ has compact support satisfying $\text{Ext}^{<0}(E, E) = 0$. The only obstruction is the existence of a $(-1)$-shifted symplectic structure on the derived enhancement of the moduli stack of compactly supported objects. As far as the author knows, this is only known when $X = Z \setminus Y$ for a smooth projective 4-fold $Z$ and $Y \in |-K_Z|$ (see [Bus14, Theorem 5.2]).

### 2.4 Behrend function identities

In [Beh09], Behrend constructed a canonical constructible function on any scheme, called the **Behrend function**. The Behrend function is naturally extended to algebraic stacks [JS12]. Using Theorem 1.1, the Behrend function $\nu_M: M \to \mathbb{Z}$ on the moduli stack $M$ in Section 2.3 is described as follows:
\[ \nu_M([E]) = (-1)^{\text{hom}(E,E) - \text{ext}^1(E,E)} (1 - e(M_f(0))) , \]
where $M_f(0)$ is the Milnor fiber of the function $f: V \to \mathbb{C}$ at $0 \in V$ in Theorem 1.1 and $e(-)$ is the topological Euler number. The result of Theorem 1.1 implies the analogue of the Behrend function identities proved for coherent sheaves in [JS12].

We introduce some notation. First, for a constructible function $\nu$ on a scheme $M$, we set
\[ \int_M \nu d\nu := \sum_{m \in \mathbb{Z}} m \cdot e(\nu^{-1}(m)) . \]
Next, for $E_1, E_2 \in D^b \text{Coh}(X)$, their Euler pairing is defined by
\[ \chi(E_1, E_2) := \sum_{i \in \mathbb{Z}} (-1)^i \text{ext}^i(E_1, E_2) . \quad (2.4) \]
Below, we fix the heart of a bounded t-structure $A \subset D^b \text{Coh}(X)$ on $D^b \text{Coh}(X)$.

**Remark 2.5.** Note that any object $E \in A$ satisfies $\text{Ext}^{<0}(E, E) = 0$ by the definition of the t-structure, hence determines the point $[E] \in M$. 
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We have the following lemma.

**Lemma 2.6.** For $E_1, E_2 \in \mathcal{A}$, we have

$$\chi(E_1, E_2) = \text{hom}(E_1, E_2) - \text{ext}^1(E_1, E_2) + \text{ext}^1(E_2, E_1) - \text{hom}(E_2, E_1).$$

**Proof.** The lemma follows from $\text{ext}^i(E_1, E_2) = 0$ for $i < 0$ by the definition of the t-structure and the identity $\text{ext}^i(E_1, E_2) = \text{ext}^{3-i}(E_2, E_1)$ from Serre duality. 

Third, for $E_1, E_2 \in \mathcal{A}$ and $\xi \in \mathbb{P}(\text{Ext}^1(E_1, E_2))$, we denote by $E_\xi \in \mathcal{A}$ the object given by the extension class corresponding to $\xi$:

$$0 \to E_2 \to E_\xi \to E_1 \to 0.$$

After the above preparation, we can state the generalization of [JS12, Theorem 5.11] as follows.

**Theorem 2.7.** For any heart of a bounded t-structure $\mathcal{A} \subset D^b\text{Coh}(X)$ and $E_1, E_2 \in \mathcal{A}$, we have the following identities:

$$\nu_M([E_1 \oplus E_2]) = (-1)^{\chi(E_1, E_2)} \nu_M([E_1]) \nu_M([E_2]),$$

$$\int_{\xi \in \mathbb{P}(\text{Ext}^1(E_1, E_2))} \nu_M(E_\xi) \, d\xi = \int_{\xi \in \mathbb{P}(\text{Ext}^1(E_1, E_2))} \nu_M(E_\xi) \, d\xi = (\text{ext}^1(E_2, E_1) - \text{ext}^1(E_1, E_2)) \nu_M([E_1 \oplus E_2]).$$

**Proof.** The result is proved for $\mathcal{A} = \text{Coh}(X)$ in [JS12, Theorem 5.11]. For a general $\mathcal{A}$, the result follows from the same argument of [JS12, Theorem 5.11], using Theorem 1.1 instead of [JS12, Theorem 5.5] and keeping in mind Lemma 2.6.

**Remark 2.8.** By the proof of Theorem 1.1, the weaker statement of Theorem 1.1 holds after replacing $G$ with its maximal torus. As proved in [Bus14, Theorem 4.2], the latter weaker version is enough to prove Theorem 2.7.

2.5 Hall algebras

We recall the notion of motivic Hall algebras following [Bri12]. Let $\mathcal{S}$ be an algebraic stack locally of finite type with affine geometric stabilizers. By definition, $K(\text{St}/\mathcal{S})$ is defined to be the $\mathbb{Q}$-vector space generated by isomorphism classes of symbols

$$[\mathcal{X} \xrightarrow{\rho} \mathcal{S}],$$

(2.5)

where $\mathcal{X}$ is an algebraic stack of finite type with affine geometric stabilizers. The relations are generated by the following (cf. [Bri12, Definition 3.10]):

1. For every pair of $\mathcal{X}_1, \mathcal{X}_2$, we have

$$[\mathcal{X}_1 \sqcup \mathcal{X}_2 \xrightarrow{\rho_1 | \rho_2} \mathcal{S}] = [\mathcal{X}_1 \xrightarrow{\rho_1} \mathcal{S}] + [\mathcal{X}_2 \xrightarrow{\rho_2} \mathcal{S}].$$

2. For every geometric bijection $\rho: \mathcal{X}_1 \to \mathcal{X}_2$ and morphism $\rho': \mathcal{X}_2 \to \mathcal{S}$, we have

$$[\mathcal{X}_1 \xrightarrow{\rho \circ \rho'} \mathcal{S}] = [\mathcal{X}_2 \xrightarrow{\rho'} \mathcal{S}].$$

3. For every pair of Zariski locally trivial fibrations $h_1: \mathcal{X}_1 \to \mathcal{Y}$ with the same fibers and every morphism $g: \mathcal{Y} \to \mathcal{S}$, we have

$$[\mathcal{X}_1 \xrightarrow{g \circ h_1} \mathcal{S}] = [\mathcal{X}_2 \xrightarrow{g \circ h_2} \mathcal{S}].$$
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Let $\mathcal{A} \subset D^b \text{Coh}(X)$ be the heart of a bounded t-structure such that the substack
\[ \text{Obj}(\mathcal{A}) \subset \mathcal{M} \]
consisting of objects in $\mathcal{A}$ is an open substack of $\mathcal{M}$. Then the motivic Hall algebra of $\mathcal{A}$ is defined as
\[ H(\mathcal{A}) := K(\text{St/Obj}(\mathcal{A})). \] (2.6)
Set $K(\text{St}/\mathbb{C}) := K(\text{St}/\text{Spec }\mathbb{C})$. Note that $H(\mathcal{A})$ is naturally a $K(\text{St}/\mathbb{C})$-module via
\[ [\mathcal{X} \to \text{Spec }\mathbb{C}] : [\mathcal{Y} \xrightarrow{t} \text{Obj}(\mathcal{A})] = [\mathcal{X} \times \mathcal{Y} \xrightarrow{t \times t} \text{Obj}(\mathcal{A})], \]
where $p$ is the projection. There is an associative $K(\text{St}/\mathbb{C})$-algebra structure $*$ on $H(\mathcal{A})$ based on the Ringel–Hall algebras. Let $\mathcal{E}_x(\mathcal{A})$ be the stack of short exact sequences
\[ 0 \to E_1 \to E_3 \to E_2 \to 0 \]
in $\mathcal{A}$ and $p_i : \mathcal{E}(\mathcal{A}) \to \text{Obj}(\mathcal{A})$ the 1-morphism sending $E_\bullet$ to $E_i$. The stack $\mathcal{E}_x(\mathcal{A})$ is an algebraic stack that is locally of finite type [BCR18, Appendix B]. The $*$-product on $H(\mathcal{A})$ is given by
\[ [\mathcal{X}_1 \xrightarrow{\rho_1} \text{Obj}(\mathcal{A})] * [\mathcal{X}_2 \xrightarrow{\rho_2} \text{Obj}(\mathcal{A})] = [\mathcal{X}_3 \xrightarrow{\rho_3} \text{Obj}(\mathcal{A})], \]
where $(\mathcal{X}_3, \rho_3 = p_3 \circ (\rho_1', \rho_2'))$ is given by the Cartesian diagram
\[
\begin{array}{ccc}
\mathcal{X}_3 & \xrightarrow{(\rho_1', \rho_2')} & \mathcal{E}(\mathcal{A}) \\
\downarrow & & \downarrow p_3 \\
\mathcal{X}_1 \times \mathcal{X}_2 & \xrightarrow{(\rho_1, \rho_2)} & \text{Obj}(\mathcal{A}) \times \mathbb{C} \\
\end{array}
\]
The unit is given by $1 = [\text{Spec }\mathbb{C} \to \text{Obj}(\mathcal{A})]$, which corresponds to $0 \in \mathcal{A}$.

Let $\Gamma$ be the image of the Chern character map, $\Gamma := \text{Im(ch : } K(X) \to H^*(X, \mathbb{Q})).$ Then $\Gamma$ is a finitely generated free abelian group. The stack (2.6) decomposes into the disjoint union of open and closed substacks
\[ \text{Obj}(\mathcal{A}) = \bigsqcup_{v \in \Gamma} \text{Obj}_v(\mathcal{A}), \]
where $\text{Obj}_v(\mathcal{A})$ is the stack of objects in $\mathcal{A}$ with Chern character $v$. The algebra $H(\mathcal{A})$ is $\Gamma$-graded, $H(\mathcal{A}) = \bigoplus_{v \in \Gamma} H_v(\mathcal{A})$, where $H_v(\mathcal{A})$ is spanned by $[\mathcal{X} \to \text{Obj}(\mathcal{A})]$, which factors through $\text{Obj}_v(\mathcal{A}) \subset \text{Obj}(\mathcal{A})$.

### 2.6 Poisson algebra homomorphism

It is easy to see that the affine line $\mathbb{L} := [\mathbb{A}^1 \to \text{Spec }\mathbb{C}] \subset K(\text{St}/\mathbb{C})$ is an invertible element. We define the subalgebra $K(\text{Var}/\mathbb{C})[\mathbb{L}^{-1}] \subset K(\text{St}/\mathbb{C})$ to be generated by $\mathbb{L}^{-1}$ and $[Y \to \text{Spec }\mathbb{C}]$ for a variety $Y$. The $K(\text{Var}/\mathbb{C})[\mathbb{L}^{-1}]$-submodule
\[ H^{\text{reg}}(\mathcal{A}) \subset H(\mathcal{A}) \] (2.8)
is defined to be spanned by $[Z \to \text{Obj}(\mathcal{A})]$, where $Z$ is a variety. An element of $H^{\text{reg}}(\mathcal{A})$ is called regular. By [Bri12, Theorem 5.1], the submodule (2.8) is indeed a subalgebra with respect to the $*$-product. Moreover, the quotient
\[ H^{\text{reg}}(\mathcal{A}) := H^{\text{reg}}(\mathcal{A})/(\mathbb{L} - 1)H^{\text{reg}}(\mathcal{A}) \]
is a commutative algebra. Therefore, for \( f, g \in H^{\text{sc}}(A) \), we can define the following bracket on \( H^{\text{sc}}(A) \):
\[
\{f, g\} := \frac{f \ast g - g \ast f}{L - 1}.
\]
By the \( \ast \)-product together with the above bracket \( \{-, -\} \), we have a Poisson algebra structure on \( H^{\text{sc}}(A) \).

We define another Poisson algebra \( C(X) \) to be
\[
C(X) := \bigoplus_{v \in \Gamma} \mathbb{Q} \cdot c_v.
\]
Note that by the Riemann–Roch theorem, the Euler pairing (2.4) descends to the anti-symmetric bilinear form \( \chi : \Gamma \times \Gamma \rightarrow \Gamma \). We will only use the following computation, which is an easy consequence of the Riemann–Roch theorem:
\[
\chi((0, 0, -\beta_1, -n_1), (r, D, -\beta_2, -n_2)) = rn_1 - D\beta_1.
\]
(2.9)

Here and in what follows, we use the notation (1.2) for the elements in \( \Gamma \). The \( \ast \)-product on \( C(X) \) is defined by
\[
c_{v_1} \ast c_{v_2} = (-1)^{c_{v_1} \cdot c_{v_2}} c_{v_1 + v_2}.
\]
The Poisson bracket on \( C(X) \) is defined by
\[
\{c_{v_1}, c_{v_2}\} = (-1)^{c_{v_1} \cdot c_{v_2}} \chi(v_1, v_2)c_{v_1 + v_2}.
\]
The result of Theorem 1.1 leads to the following result.

**Theorem 2.9 ([Bri12, Theorem 5.2])**. There is a Poisson algebra homomorphism
\[
I : H^{\text{sc}}(A) \rightarrow C(X)
\]
such that for a variety \( Z \) with a morphism \( \rho : Z \rightarrow \text{Obj}(A) \) which factors through \( \text{Obj}_{\nu}(A) \), we have
\[
I([Z \xrightarrow{L} \text{Obj}(A)]) = \left( \int_Z \rho^\ast \nu_M \right) \cdot c_v.
\]
Here \( \nu_M \) is the Behrend function on \( M \) restricted to \( \text{Obj}(A) \).

**Proof.** By Theorem 2.7, the assumption in [Bri12, Theorem 5.2] is satisfied; hence the result holds. \( \square \)

### 3. Higher-rank DT/PT correspondence

In this section, we prove Theorem 1.2.

#### 3.1 Donaldson–Thomas invariants

Below, we fix an ample divisor \( \omega \) on a Calabi–Yau 3-fold \( X \). Let us take an element
\[
v = (r, D, -\beta, -n) \in \Gamma
\]
in the notation (1.2). Since \( \Gamma \) is the image of the Chern character map, we may assume \( r \in \mathbb{Z} \), \( D \in H^2(X, \mathbb{Z}) \), \( 2\beta \in H^4(X, \mathbb{Z}) \), and \( 6n \in \mathbb{Z} \). We also assume
\[
r \in \mathbb{Z}_{\geq 1} \quad \text{and} \quad \gcd(r, D \cdot \omega^2) = 1.
\]
(3.2)

Recall that for a coherent sheaf \( E \) on \( X \), its slope function \( \mu_\omega \) is defined by
\[
\mu_\omega(E) := \frac{c_1(E) \cdot \omega^2}{\text{rank}(E)} \in \mathbb{Q} \cup \{\infty\}.
\]
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A sheaf $E$ is called $\mu_{\omega}$-semistable if for any non-trivial subsheaf $F \subset E$, we have $\mu_{\omega}(F) \leq \mu_{\omega}(E/F)$. It is called $\mu_{\omega}$-stable if the inequality is strict. By the coprime condition (3.2), the moduli space $M_{\text{DT}}(r, D, -\beta, -n)$ of $\mu_{\omega}$-semistable sheaves with Chern character $(r, D, -\beta, -n)$ consists of $\mu_{\omega}$-stable sheaves; moreover, it is a projective scheme [HL97]. Also by the CY3 condition on $X$, the space $M_{\text{DT}}(r, D, -\beta, -n)$ is equipped with a symmetric perfect obstruction theory and the associated zero-dimensional virtual class [Tho00, BF08]. The Donaldson–Thomas (DT) invariant is defined by

$$DT(r, D, -\beta, -n) := \int_{[M_{\text{DT}}(r, D, -\beta, -n)]^{\text{vir}}} 1.$$ (3.3)

By fixing $(r, D)$, we define the generating series

$$DT_{r,D}(q,t) := \sum_{\beta,n} DT(r, D, -\beta, -n) q^n t^\beta.$$ (3.4)

### 3.2 Higher-rank Pandharipande–Thomas theory

We introduce the higher-rank version of Pandharipande–Thomas (PT) theory. The following notion is found in Lo’s work [Lo12] in the analysis of Bayer’s polynomial stability conditions [Bay09].

**Definition 3.1.** An object $I^\bullet \in D^b \text{Coh}(X)$ is called PT-(semi)stable if the following conditions are satisfied:

(i) We have $H^i(I^\bullet) = 0$ for $i \neq 0, 1$.

(ii) The object $H^0(I^\bullet)$ is $\mu_{\omega}$-(semi)stable and $H^1(I^\bullet)$ is zero-dimensional.

(iii) We have $\text{Hom}(Q[-1], I^\bullet) = 0$ for any zero-dimensional sheaf $Q$.

Let us consider the relationship of this notion to the rank one PT theory in [PT09].

**Example 3.2.** Let $E$ be a locally free $\mu_{\omega}$-(semi)stable sheaf on $X$, $F$ a pure one-dimensional sheaf on $X$, and $s : E \to F$ a morphism which is surjective in dimension one. Then the object

$$I^\bullet = (E \to F) \in D^b \text{Coh}(X)$$ (3.5)

with $E$ located in degree zero is a PT (semi)stable object. If $E = O_X$, then it is nothing but the stable pair in [PT09].

If an object $I^\bullet \in D^b \text{Coh}(X)$ is of rank one, then it is proved in [Tod10a, Lemma 3.11] that $I^\bullet$ is PT semistable if and only if it is a two-term complex (3.5) with $E$ a line bundle. The same argument easily shows the following.

**Lemma 3.3.** A PT semistable object $I^\bullet \in D^b \text{Coh}(X)$ with rank$(I^\bullet) > 0$ is quasi-isomorphic to a two-term complex of the form (3.5) if and only if $H^0(I^\bullet)^{\text{vir}}$ is locally free.

If the rank is bigger than one, a reflexive sheaf may not be locally free. The following example gives an exotic PT stable object.

**Example 3.4.** Let $U$ be a $\mu_{\omega}$-stable reflexive sheaf which is not locally free at $x \in X$. Then $\text{Ext}^2(O_x, U) = \text{Ext}^1(U, O_x)^{\vee} \neq 0$. The object $I^\bullet$ given by a non-trivial extension

$$U \to I^\bullet \to O_x[-1]$$ (3.6)

is a PT stable object. However, as we will see below, $I^\bullet$ is not a two-term complex similar to the usual stable pair in the rank one case.
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Lemma 3.5. The object \( I^\bullet \) in the extension (3.6) is not quasi-isomorphic to a two-term complex \((\mathcal{E} \to F)\) for any torsion-free sheaf \( \mathcal{E} \) and a one- or zero-dimensional sheaf \( F \).

Proof. Suppose to the contrary that \( I^\bullet \) is quasi-isomorphic to \((\mathcal{E} \to F)\). Then \( \mathcal{H}^0(I^\bullet) = \mathcal{U} = \text{Ker}(s) \), so in particular we have \( \mathcal{U} \subset \mathcal{E} \). As \( \mathcal{U} \) is reflexive, \( \mathcal{E} \) is torsion free, and the inclusion \( \mathcal{U} \subset \mathcal{E} \) is isomorphic in codimension one, we have \( \mathcal{U} = \mathcal{E} \). Then \( F \) and \( \mathcal{O}_x \) have the same Chern characters, so \( F \) is of the form \( \mathcal{O}_y \) for some point \( y \in X \). As \( I^\bullet \) is not a sheaf, the morphism \( s: \mathcal{U} \to \mathcal{O}_y \) must be the zero map. So \( I^\bullet \) is isomorphic to \( \mathcal{U} \oplus \mathcal{O}_y[-1] \), and comparing with (3.6), we see that \( y = x \) and the sequence (3.6) must split. This gives a contradiction. \( \square \)

Let \( M_{\text{PT}}(r, D, -\beta, -n) \) be the moduli space of PT semistable objects in \( \text{D}^b(\text{Coh}(X)) \) with Chern character (3.1). By the coprime condition (3.2), the space \( M_{\text{PT}}(r, D, -\beta, -n) \) consists of only PT stable objects. By [Lo13], it is a proper algebraic space of finite type. Because of the CY3 condition on \( X \), it is also equipped with a symmetric perfect obstruction theory [HT10] and the associated zero-dimensional virtual fundamental class. Similarly to (3.3), we can define the invariant

\[
\text{PT}(r, D, -\beta, -n) := \int_{[M_{\text{PT}}(r, D, -\beta, -n)]^{\text{vir}}} 1. \tag{3.7}
\]

Also similarly to (3.4), we consider the generating series

\[
\text{PT}_{r,D}(q,t) := \sum_{\beta,n} \text{PT}(r, D, -\beta, -n)q^n t^\beta. \tag{3.8}
\]

3.3 Tilting of \( \text{Coh}(X) \)

Recall that a torsion pair on an abelian category \( \mathcal{A} \) is a pair of full subcategories \((\mathcal{T}, \mathcal{F})\) on \( \mathcal{A} \) such that

1. we have \( \text{Hom}(T, F) = 0 \) for \( T \in \mathcal{T} \) and \( F \in \mathcal{F} \);
2. for any \( E \in \mathcal{A} \), there is an exact sequence \( 0 \to T \to E \to F \to 0 \) with \( T \in \mathcal{T} \) and \( F \in \mathcal{F} \).

The category \( \mathcal{T} \) is called the torsion part of the torsion pair \((\mathcal{T}, \mathcal{F})\). For a torsion pair \((\mathcal{T}, \mathcal{F})\) on \( \mathcal{A} \), its tilting is defined by

\[
\mathcal{A}^\dagger := \langle \mathcal{F}, \mathcal{T}[-1] \rangle \subset \text{D}^b(\mathcal{A}).
\]

Here \( \langle * \rangle \) means the extension closure. The tilting \( \mathcal{A}^\dagger \) is known to be the heart of a bounded t-structure on \( \text{D}^b(\mathcal{A}) \) (cf. [HRS96]). More generally, we introduce the following notion.

Definition 3.6. Let \( \mathcal{A} \) be an exact category and \( \mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_n \) full subcategories of \( \mathcal{A} \). Then we write

\[
\mathcal{A} = \langle \mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_n \rangle
\]

if the following conditions are satisfied:

1. We have \( \text{Hom}(F_i, F_j) = 0 \) for \( F_i \in \mathcal{F}_i \) and \( F_j \in \mathcal{F}_j \) with \( i < j \).
2. For any \( E \in \mathcal{A} \), there is a filtration

\[
0 = E_0 \subset E_1 \subset \cdots \subset E_n = E \tag{3.9}
\]

in \( \mathcal{A} \) such that \( E_i/E_{i-1} \in \mathcal{F}_i \).
Remark 3.7. In Definition 3.6, the $n = 2$ case corresponds to the torsion pair. As for the torsion pair, the filtration (3.9) is unique if it exists. The filtration (3.9) is an analogue of the Harder–Narasimhan filtration in some stability condition. Also, for any $1 \leq i \leq n$, we have the torsion pair in $A$

$$A = \langle \langle F_1, \ldots, F_i \rangle, \langle F_{i+1}, \ldots, F_n \rangle \rangle.$$  

Let $(X, \omega)$ be as in the previous subsections. For an interval $I \subset \mathbb{R} \cup \{\infty\}$, we set

$$\text{Coh}_I(X) := \langle E \in \text{Coh}(X) : E \text{ is } \mu_\omega\text{-semistable with } \mu_\omega(E) \in I \cup \{0\} \rangle.$$  

Let us take the numerical class as in (3.1). We set

$$\mu := \frac{D \cdot \omega^2}{r} \in \mathbb{Q}.$$  

(3.10)

By the existence of Harder–Narasimhan filtrations with respect to the $\mu_\omega$-stability, we have the following torsion pair in $\text{Coh}(X)$:

$$\text{Coh}(X) = \langle \text{Coh}_{>\mu}(X), \text{Coh}_{\leq \mu}(X) \rangle.$$  

We take its tilting $A_\mu := \langle \text{Coh}_{\leq \mu}(X), \text{Coh}_{>\mu}(X)[-1] \rangle$. By construction, for any $E \in A_\mu$, we have

$$\text{rank}(E) \cdot D \omega^2 - c_1(E)\omega^2 \cdot r \geq 0.$$  

Therefore, the category $B_\mu := \{ E \in A_\mu : \text{rank}(E) \cdot D \omega^2 - c_1(E)\omega^2 \cdot r = 0 \}$ is an abelian subcategory of $A_\mu$. From the construction of $A_\mu$, it is easy to see that

$$B_\mu = \langle \text{Coh}_\mu(X), \text{Coh}_{\leq 1}(X)[-1] \rangle.$$  

(3.11)

Here $\text{Coh}_{\leq 1}(X)$ is the category of sheaves $F$ with $\dim \text{Supp}(F) \leq 1$. Let $\overline{\mu}_\omega$ be the slope function on $\text{Coh}_{\leq 1}(X)$ defined by

$$\overline{\mu}_\omega(F) := \frac{\text{ch}_3(F)}{\text{ch}_2(F)} \cdot \omega.$$  

Similarly to the $\mu_\omega$-stability, the above slope function on $\text{Coh}_{\leq 1}(X)$ defines the $\overline{\mu}_\omega$-stability on $\text{Coh}_{\leq 1}(X)$. For any interval $I \subset \mathbb{R} \cup \{\infty\}$, we set

$$C_I := \langle F \in \text{Coh}_{\leq 1}(X) : F \text{ is } \overline{\mu}_\omega\text{-semistable with } \overline{\mu}_\omega(F) \in I \rangle [-1] \cup \{0\}.$$  

Then using the notation in Definition 3.6, we can write $B_\mu$ as

$$B_\mu = \langle \text{Coh}_\mu(X), C_\infty, C_{[0, \infty)}, C_{<0} \rangle.$$  

(3.12)

Note that $C_\infty$ consists of $Q[-1]$ for zero-dimensional sheaves $Q$. We will consider its subcategory

$$D_\mu := \langle \text{Coh}_\mu(X), C_\infty, C_{[0, \infty)} \rangle.$$  

(3.13)

Lemma 3.8. The subcategories $D_\mu$, $\langle \text{Coh}_\mu(X), C_\infty, C_{[0, \infty)} \rangle$ in $B_\mu$ are closed under quotients in the abelian category $B_\mu$.

Proof. The categories $D_\mu$ and $\langle \text{Coh}_\mu(X), C_\infty \rangle$ are closed under quotients since they are torsion parts of some torsion pairs of $B_\mu$. Since $E \in B_\mu$ has rank($E$) at least 0 with rank($E$) = 0 if and only if $E \in \text{Coh}_{\leq 1}(X)[-1]$, we see that $\text{Coh}_{\leq 1}(X)[-1]$ is closed under quotients and subobjects in $B_\mu$. Then the categories $C_\infty$ and $C_{[0, \infty)}$ are also closed under quotients in $B_\mu$ since they are also torsion parts of some torsion pairs of $\text{Coh}_{\leq 1}(X)[-1]$. □

Remark 3.9. Note that both $\mu_\omega$-semistable objects and PT semistable objects with Chern character (3.1) are objects in $D_\mu$. Indeed, they are contained in the smaller subcategories $\text{Coh}_\mu(X)$ and $\langle \text{Coh}_\mu(X), C_\infty \rangle$, respectively.
3.4 Completions of Hall algebras

It is known that the stack of objects in $A_{\mu}$ forms an open substack of $M$ (cf. [PT19, Proposition 4.11]). Therefore, by Section 2.6, we can define the Hall algebra $H(A_{\mu})$ of $A_{\mu}$, the associated Poisson algebra $H^\text{sc}(A_{\mu})$, and the Poisson algebra homomorphism

$$I : H^\text{sc}(A_{\mu}) \to C(X).$$

(3.14)

We construct certain completions of these Hall algebras using some inequalities of Chern characters. First, for any torsion-free $\mu$-semistable sheaf $E$ on $X$, we have the Bogomolov inequality

$$(\text{ch}_1(E)\omega^2)^2 \geq 2\text{ch}_0(E)\omega^3 \cdot \text{ch}_2(E)\omega.$$

Second, by Langer [Lan09, Section 3], there is a function

$$l : H^0(X) \oplus H^2(X) \oplus H^4(X) \to \mathbb{Q}_{>0}$$

such that any torsion-free $\mu$-semistable sheaf $E$ satisfies

$$\text{ch}_3(E) \leq l(\text{ch}_0(E), \text{ch}_1(E), \text{ch}_2(E)).$$

For a fixed $(r, D) \in H^0(X) \oplus H^2(X)$ satisfying (3.2), we define

$$\Gamma_{r,D} := \left\{ (r, D, -\beta, -n) \in \Gamma : \omega \beta \geq -\frac{(D\omega^2)^2}{2r\omega^3}, n \geq -l(r, D, -\beta) \right\}.$$

We also define

$$\Gamma_{\sharp} := \left\{ (0, 0, -\beta, -n) \in \Gamma : \beta \geq 0, n \geq 0 \right\}.$$

Here, $\beta > 0$ means that $\beta$ is the Poincaré dual of an effective algebraic one-cycle on $X$. We have the following obvious lemma.

LEMMA 3.10. (i) For any $E \in D_{\mu}$ with $(\text{ch}_0(E), \text{ch}_1(E)) = (r, D)$, we have $\text{ch}(E) \in \Gamma_{r,D}$.

(ii) For any $F \in D_{\mu}$ with $\text{ch}_0(F) = 0$, we have $\text{ch}(F) \in \Gamma_{\sharp}$.

(iii) For $v \in \Gamma_{r,D}$ and $v' \in \Gamma_{\sharp}$, we have $v + v' \in \Gamma_{r,D}$.

(iv) For $v \in \Gamma_{r,D}$, there are only a finite number of ways to write $v$ as $v_1 + v_2 + \cdots + v_l$ for $v_1, \ldots, v_l \in \Gamma_{\sharp} \setminus \{0\}$.

(v) For $v \in \Gamma_{r,D}$, there are only a finite number of ways to write $v$ as $v_1 + v_2 + \cdots + v_l + v_{l+1}$ for $v_1, \ldots, v_l \in \Gamma_{\sharp} \setminus \{0\}$ and $v_{l+1} \in \Gamma_{r,D}$.

Lemma 3.10 also implies the following lemma, which will be used in Section 4.2.

LEMMA 3.11. The set of objects in $D_{\mu}$ with a fixed Chern character is bounded.

Proof. The result follows from Lemma 3.10 together with the fact that the set of semistable sheaves with a fixed Chern character is bounded. \qed

We set

$$\hat{H}_{r,D}(A_{\mu}) := \prod_{v \in \Gamma_{r,D}} H_v(A_{\mu}), \quad \hat{H}_{\sharp}(A_{\mu}) := \prod_{v \in \Gamma_{\sharp}} H_v(A_{\mu}).$$

By Lemma 3.10, the Hall product on $H(A_{\mu})$ induces one on $\hat{H}_{\sharp}(A_{\mu})$, and $\hat{H}_{r,D}(A_{\mu})$ is a bi-module over $\hat{H}_{\sharp}(A_{\mu})$. As in Section 2.6, we can define the subspaces of regular elements

$$\hat{H}_{r,D}^{\text{reg}}(A_{\mu}) \subset \hat{H}_{r,D}(A_{\mu}) \quad \text{and} \quad \hat{H}_{\sharp}^{\text{reg}}(A_{\mu}) \subset \hat{H}_{\sharp}(A_{\mu})$$
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such that $\hat{H}^\text{reg}_2(A_\mu)$ is a subalgebra of $\hat{H}_2(A_\mu)$ and $\hat{H}^\text{reg}_{r,D}(A_\mu)$ is a bi-module over $\hat{H}^\text{reg}_2(A_\mu)$. We can also define the quotient spaces

$$\hat{H}^\text{sc}_{r,D}(A_\mu) = \hat{H}^\text{reg}_{r,D}(A_\mu)/(\mathbb{L} - 1) \cdot \hat{H}^\text{reg}_{r,D}(A_\mu),$$

$$\hat{H}^\text{sc}_2(A_\mu) = \hat{H}^\text{reg}_2(A_\mu)/(\mathbb{L} - 1) \cdot \hat{H}^\text{reg}_2(A_\mu)$$

such that we have the induced Poisson algebra structure on $\hat{H}^\text{sc}_2(A_\mu)$ and $\hat{H}^\text{sc}_{r,D}(A_\mu)$ is a Poisson bi-module over $\hat{H}^\text{sc}_2(A_\mu)$.

**Remark 3.12.** For $F \in A_\mu$, it is easy to see that $\text{ch}(F) \in \Gamma^*_2$ if and only if $F \in \text{Coh}_{\leq 1}(X)[-1]$. Hence, we can also write $\hat{H}_2(A_\mu)$ as

$$\hat{H}_2(A_\mu) = \prod_{v \in \Gamma^*_2} H_v(\text{Coh}_{\leq 1}(X)[-1]).$$

By Lemma 3.10 again, for any $\gamma \in \hat{H}_2(A_\mu)$ with zero $H_0(A_\mu)$-component, we have the well-defined elements

$$\exp(\gamma), \log(1 + \gamma), (1 + \gamma)^{-1} \in \hat{H}_2(A_\mu).$$

We also set

$$\hat{C}_{r,D}(X) := \prod_{v \in \Gamma_{r,D}} \mathbb{Q} \cdot c_v \quad \text{and} \quad \hat{C}_2(X) := \prod_{v \in \Gamma_2} \mathbb{Q} \cdot c_v.$$

As above, $\hat{C}_2(X)$ is a Poisson algebra and $\hat{C}_{r,D}(X)$ is a Poisson bi-module over $\hat{C}_2(X)$. The integration map (3.14) induces the maps

$$I_{r,D}: \hat{H}_{r,D}(A_\mu) \to \hat{C}_{r,D}(X) \quad \text{and} \quad I_2: \hat{H}_2(A_\mu) \to \hat{C}_2(X)$$

such that $I_{r,D}$ is a Poisson algebra homomorphism and $I_2$ is a Poisson bi-module homomorphism over $\hat{H}_2(A_\mu)$.

### 3.5 Elements of the Hall algebra

Let $\mathcal{M}_{\text{DT}}(r, D)$ and $\mathcal{M}_{\text{PT}}(r, D)$ be the stacks of $\mu_\omega$-stable sheaves, PT stable objects, respectively.

**Lemma 3.13.** The stacks $\mathcal{M}_{\text{DT}}(r, D)$ and $\mathcal{M}_{\text{PT}}(r, D)$ are $\mathbb{C}^*$-gerbes over the unions of the moduli spaces $\mathcal{M}_{\text{DT}}(r, D, -\beta, -n)$ and $\mathcal{M}_{\text{PT}}(r, D, -\beta, -n)$, respectively, for all possible $(\beta, n)$.

**Proof.** Since any $[E] \in \mathcal{M}_{\text{DT}}(r, D)$ is a stable sheaf by the coprime condition (3.2), we have $\text{Aut}(E) = \mathbb{C}^*$. Similarly, any $I^\bullet \in \mathcal{M}_{\text{PT}}(r, D)$ is a stable object with respect to a certain polynomial stability condition [Lo12]; we also have $\text{Aut}(I^\bullet) = \mathbb{C}^*$. Hence, the lemma follows. □

Lemma 3.13 in particular implies that all connected components of $\mathcal{M}_{\text{DT}}(r, D)$ and $\mathcal{M}_{\text{PT}}(r, D)$ are of finite type. Also, by Remark 3.9 and Lemma 3.10(i), the Chern characters of objects in $\mathcal{M}_{\text{DT}}(r, D)$ and $\mathcal{M}_{\text{PT}}(r, D)$ are contained in $\Gamma_{r,D}$. Therefore, for $* \in \{\text{DT, PT}\}$, we obtain the elements

$$\delta_*(r, D) := [\mathcal{M}_*(r, D) \to \text{Obj}(A_\mu)] \in \hat{H}_{r,D}(A_\mu).$$

We also set

$$\bar{\delta}_*(r, D) := (\mathbb{L} - 1) \cdot \delta_*(r, D).$$
Then Lemma 3.13 implies that
\[ \delta_\star(r, D) = \sum_{v \in \Gamma_{r, D}} [M_\star(v) \to \mathcal{O}bj(A_\mu)] \in \hat{H}^{reg}_{r, D}(A_\mu). \] (3.18)

Here, \( M_\star(v) \) denotes the moduli space \( M_{DT}(r, D, -\beta, -n) \) for \( \star = DT \) and \( M_{PT}(r, D, -\beta, -n) \) for \( \star = PT \).

In a similar way, for any interval \( I \subset \mathbb{R}_{\geq 0} \cup \{\infty\} \), the stack of objects \( \mathcal{O}bj(C_I) \) in \( C_I \) decomposes into
\[ \mathcal{O}bj(C_I) = \coprod_{v \in \Gamma \setminus \{0\} \in I, v \neq 0} \mathcal{O}bj_v(C_I) \]
such that each component \( \mathcal{O}bj_v(C_I) \) is a finite-type stack. Here, we have used the map
\[ \overline{\omega} : \Gamma \setminus \{0\} \to \mathbb{Q}_{\geq 0} \cup \{\infty\}, \quad (\beta, n) \mapsto \frac{n}{\omega} \cdot \beta. \]

Hence, we have the element
\[ \delta(C_I) := [\mathcal{O}bj(C_I) \to \mathcal{O}bj(A_\mu)] \in \hat{H}_\sharp(A_\mu). \]

Substituting (3.15), we obtain the element
\[ \epsilon(C_I) := \log(\delta(C_I)) \in \hat{H}_\sharp(A_\mu). \] (3.19)

3.6 Applications of the integration map

Let us project elements \( \delta_\star(r, D) \) to \( \hat{H}_{r, D}^{sc}(A_\mu) \) and apply the integration map (3.16). Then we have the following relations:
\[ I_{r, D}(\delta_{DT}(r, D)) = - \sum_{v \in \Gamma_{r, D}} DT(v) \cdot c_v, \] (3.21)
\[ I_{r, D}(\delta_{PT}(r, D)) = - \sum_{v \in \Gamma_{r, D}} PT(v) \cdot c_v. \]

Here, we have used Behrend’s result [Beh09] describing virtual classes associated with symmetric obstruction theories by the integrations of his constructible functions.

Next, we project elements \( \tau(C_I) \) to \( \hat{H}_{r, D}^{sc}(A_\mu) \) and apply the integration map (3.16). For \( \mu \in \mathbb{Q}_{\geq 0} \cup \{\infty\} \) and a non-zero \( v \in \Gamma_\sharp \) with \( \overline{\mu}_\omega(v) = \mu \), we obtain the invariant \( N_v \in \mathbb{Q} \) given by the following formula:
\[ I_{\sharp}(\tau(C_\mu)) = - \sum_{0 \neq v \in \Gamma_\sharp, \overline{\mu}_\omega(v) = \mu} N_v \cdot c_v. \] (3.22)

Below, for \((0, 0, -\beta, -n) \in \Gamma_\sharp\), we write
\[ N_{n, \beta} := N_{(0, 0, -\beta, -n)} \in \mathbb{Q}. \] (3.23)

Remark 3.15. The invariant \( N_{n, \beta} \) is a virtual count of \( \overline{\mu}_\omega \)-semistable sheaves \( F \in \text{Coh}_{<-1}(X) \) with \([F] = \beta \) and \( \chi(F) = n \), which plays an important role in the wall-crossing of curve-counting
theory; see, for example, [Tod12, Definition 4.7]. In particular, if $N_{n,\beta} \neq 0$, then $\beta$ is either zero or a Poincaré dual of an effective one-cycle on $X$, and $n \in \mathbb{Z}_{\geq 0}$.

The following fact is also standard, but we include the proof for completeness.

**Lemma 3.16.** For any interval $I \subset \mathbb{R}_{\geq 0} \cup \{\infty\}$, we have

$$I_z(\tau(C_I)) = -\sum_{0 \neq v \in I; \mu_{\tau}(v) \in I} N_v \cdot c_v.$$ 

**Proof.** By the existence of Harder–Narasimhan filtrations with respect to the $\mu_\omega$-stability, we have the identity in $\hat{H}_z(A_\mu)$ (cf. [Joy08, Theorem 5.11])

$$\delta(C_I) = \prod_{\mu \in I} \delta(C_{\mu}).$$

On the right-hand side, we take the product with the decreasing order of $\mu$. By taking the logarithm of both sides and multiplying by $(L - 1)$, we obtain the identity in $\hat{H}_z^{sc}(A_\mu)$

$$\bar{\tau}(C_I) = \sum_{\mu \in I} \bar{\tau}(C_{\mu}) + \{\text{nested Poisson brackets in } \bar{\tau}(C_{\mu})\}.$$ 

Since $\chi(v_1, v_2) = 0$ for $v_i \in \Gamma_z$, the property of the integration map $I_z$ shows that

$$I_z(\bar{\tau}(C_I)) = \sum_{\mu \in I} I_z(\bar{\tau}(C_{\mu})).$$

By (3.22), we obtain the desired identity. \qed

### 3.7 Proof of Theorem 1.2

We denote by $\text{Coh}_{I^\bullet}(X) \subset D^b \text{Coh}(X)$ the category of PT semistable objects $I^\bullet$ with $\mu_\omega(I^\bullet) = \mu$. Let $\mathcal{B}_\mu$ be the abelian category introduced in (3.12).

**Lemma 3.17.** We have the following identity in $\mathcal{B}_\mu$:

$$\langle \text{Coh}_{\mu}(X), C_\infty \rangle = \langle C_\infty, \text{Coh}_{I^\mu}(X) \rangle. \quad (3.24)$$

**Proof.** By the definition of PT semistable objects, we have

$$\text{Coh}_{I^\mu}(X) = \{ E \in \langle \text{Coh}_{\mu}(X), C_\infty \rangle: \text{Hom}(C_\infty, E) = 0 \}.$$ 

It is enough to show that any object $E$ on the left-hand side of (3.24) fits into an exact sequence

$$0 \to T \to E \to F \to 0 \quad (3.25)$$

in $\mathcal{B}_\mu$ with $T \in C_\infty$ and $F \in \text{Coh}_{I^\mu}(X)$. Suppose $E \notin \text{Coh}_{I^\mu}(X)$. Then there is a non-zero morphism $T \to E$ for some $T \in C_\infty$. By Lemma 3.8, the object $C_\infty$ is closed under quotients in $\mathcal{B}_\mu$, so we may assume that $T \to E$ is injective in $\mathcal{B}_\mu$. Then the quotient $F = E/T$ in $\mathcal{B}_\mu$ is an object on the left-hand side of (3.24) by Lemma 3.8 again. Because $A_\mu$ is noetherian (cf. the proof of [BMT14, Lemma 3.2.4]), the abelian category $\mathcal{B}_\mu$ is also noetherian, so this process must terminate. Hence we obtain the exact sequence (3.25). \qed

Let us consider the series $D_{r,D}(q,t)$ and $P_{r,D}(q,t)$ introduced in (3.4) and (3.8). We are now ready to prove Theorem 1.2.
**Hall algebras**

**Theorem 3.18.** We have the following identity:

\[ DT_{r,D}(q,t) = M((-1)^r q)^{r-e(X)} \cdot PT_{r,D}(q,t). \]

**Proof.** By Lemma 3.17, we have the following identity in \( \hat{H}_{r,D}(A_\mu) \):

\[ \delta_{DT}(r,D) \ast \delta(C_\infty) = \delta(C_\infty) \ast \delta_{PT}(r,D). \]

Using (3.19), we obtain the identity

\[ \delta_{DT}(r,D) = \exp(\epsilon(C_\infty)) \ast \delta_{PT}(r,D) \ast \exp(-\epsilon(C_\infty)). \]  

(3.26)

For \( a \in \hat{H}_r(A_\mu) \), its adjoint action on \( \hat{H}_{r,D}(A_\mu) \) is denoted by

\[ \text{Ad}(a) \circ x := a \ast x - x \ast a : \hat{H}_{r,D}(A_\mu) \to \hat{H}_{r,D}(A_\mu). \]

Applying the Baker–Campbell–Hausdorff formula to (3.26), we obtain

\[ \delta_{DT}(r,D) = \exp(\text{Ad}(\epsilon(C_\infty))) \circ \delta_{PT}(r,D). \]

We multiply both sides by \( (L - 1) \) and project them to \( \hat{H}^{sc}_{r,D}(A_\mu) \). By writing the adjoint action of \( a \in \hat{H}^{sc}_{r,D}(A_\mu) \) as

\[ \text{Ad}^{sc}(a) \circ x := \{a, x\} : \hat{H}^{sc}_{r,D}(A_\mu) \to \hat{H}^{sc}_{r,D}(A_\mu), \]

we obtain the following identity in \( \hat{H}^{sc}_{r,D}(A_\mu) \):

\[ \delta_{DT}(r,D) = \exp(\text{Ad}^{sc}(\epsilon(C_\infty))) \circ \delta_{PT}(r,D). \]  

(3.27)

By applying the integration map \( I_{r,D} \) in (3.16) and using (3.22) and the computation (2.9), we obtain the formula

\[ DT_{r,D}(q,t) = \exp\left(\sum_{n>0} (-1)^{rn-1} r_n N_{n,0} q^n\right) \cdot PT_{r,D}(q,t). \]

By substituting \((r,D) = (1,0)\) and \(t = 0\) and comparing with the computation of the series \( DT_{(1,0)}(q,0) \) in [BF08, LP09, Li06], we obtain

\[ \exp\left(\sum_{n>0} (-1)^{n-1} n N_{n,0} q^n\right) = M(-q)^{e(X)}. \]

Therefore, we obtain the desired identity. \( \square \)

4. Rationality of higher-rank PT invariants

In this section, we prove Theorem 1.3.

4.1 The category \( \text{Coh}^L_\mu(X) \)

As before, let \( \mu \) be the rational number \( D \cdot \omega^2/r \) introduced in (3.10) and \( D_\mu \) be the category (3.13). We define the category

\[ \text{Coh}^L_\mu(X) := \{E \in D_\mu : \text{Hom}(F,E) = 0 \text{ for any } F \in \mathcal{C}_{[0,\infty)}\}. \]

We prepare some lemmas on this category.

**Lemma 4.1.** We have the identity \( D_\mu = \langle \mathcal{C}_{[0,\infty]}, \text{Coh}^L_\mu(X) \rangle \).
Proof. Using Lemma 3.8 and replacing \((\text{Coh}_0(X), \mathcal{C}_\infty), \mathcal{C}_\infty, \text{Coh}_0^P(X)\) with \(\mathcal{D}_\mu, \mathcal{C}_{[0,\infty]}, \text{Coh}_\mu^L(X)\), respectively, in the proof of Lemma 3.17, we obtain the desired identity. \(\square\)

**Lemma 4.2.** For any \(E \in \text{Coh}_\mu^L(X)\) with \((\text{ch}_0(E), \text{ch}_1(E)) = (r, D)\), we have \(\text{Aut}(E) = \mathbb{C}^*\).

Proof. It is enough to show that any non-zero morphism \(\phi: E \to E\) is an isomorphism. Let \(0 \neq F \subset E\) be the image of \(\phi\) in \(\mathcal{B}_\mu\) and \(G \subset F\) the kernel of \(\phi\) in \(\mathcal{B}_\mu\). Suppose \(F \not\subset E\). Because of the coprime condition (3.2), we have either \(\text{rank}(F) = 0\) or \(\text{rank}(G) = 0\). In the \(\text{rank}(F) = 0\) case, we have \(F \in \text{Coh}_{0,1}(X)[-1]\). On the other hand, we have \(F \in \mathcal{D}_\mu\) by Lemma 3.8, hence \(F \in \mathcal{C}_{[0,\infty]}\). But this contradicts \(E \in \text{Coh}_\mu^L(X)\). In the \(\text{rank}(G) = 0\) case, the condition \(E \in \text{Coh}_\mu^L(X)\) implies \(G \in \mathcal{C}_{<0}\). Also by Lemma 3.8, we have \(E/F \in \mathcal{C}_{[0,\infty]}\). Since \(\text{ch}(G) = \text{ch}(E/F)\), we obtain a contradiction. Therefore, we must have \(F = E\). But then \(G \in \mathcal{B}_\mu\) satisfies \(\text{ch}(G) = 0\), hence \(G = 0\). Therefore, \(\phi\) is an isomorphism. \(\square\)

By Lemma 4.1, the abelian category \(\mathcal{B}_\mu\) can be written as

\[
\mathcal{B}_\mu = \langle \mathcal{C}_{[0,\infty]}, \text{Coh}_\mu^L(X), \mathcal{C}_{<0} \rangle. \tag{4.1}
\]

Let \(\mathbb{D}\) be the dualizing functor on \(D^b\text{Coh}(X)\) defined by \(\mathbb{D}(E) := \mathbb{R}\text{Hom}(E, \mathcal{O}_X)\). The next proposition shows that the category \(\text{Coh}_\mu^L(X)\) behaves well under the duality.

**Proposition 4.3.** The abelian category \(\mathcal{B}_{-\mu}\) can be written as

\[
\mathcal{B}_{-\mu} = \langle \mathcal{C}_{[0,\infty]}, \mathbb{D}\big(\text{Coh}_\mu^L(X)\big), \mathcal{C}_{<0} \rangle. \tag{4.2}
\]

Proof. Note that \(\mathcal{B}_\mu\) can also written as \(\mathcal{B}_\mu = \langle \mathcal{C}_\infty, \text{Coh}_\mu^P(X), \mathcal{C}_{<\infty} \rangle\) by Lemma 3.17. Let \(\mathcal{B}_\mu^\dagger\) be the tilting at \(\mathcal{C}_\infty\), that is, \(\mathcal{B}_\mu^\dagger := \langle \text{Coh}_\mu^P(X), \mathcal{C}_{<\infty}, \mathcal{C}_{[0,\infty]}[-1] \rangle\). We first claim that \(\mathbb{D}\) induces the equivalence

\[
\mathbb{D}: \mathcal{B}_\mu \xrightarrow{\sim} \mathcal{B}_{-\mu}\dagger. \tag{4.3}
\]

Indeed, we have \(\mathbb{D}(\mathcal{C}_{<\infty}) = \mathcal{C}_{<\infty}\) and \(\mathbb{D}(\mathcal{C}_{\infty}) = \mathcal{C}_{\infty}[-1]\). Also by [PT19, Lemma 4.16], the following holds:

\[
\mathbb{D}\big(\text{Coh}_\mu^P(X)\big) = \{ E \in \mathcal{B}_{-\mu}: \text{Hom}(\text{Coh}_{0,1}(X)[-1], E) = 0 \}. \tag{4.4}
\]

In particular, we have \(\mathbb{D}(\text{Coh}_\mu^P(X)) \subset \mathcal{B}_{-\mu}^\dagger\); therefore, \(\mathbb{D}(\mathcal{B}_\mu) \subset \mathcal{B}_{-\mu}^\dagger\) holds. A similar argument shows that \(\mathbb{D}(\mathcal{B}_{-\mu}^\dagger) \subset \mathcal{B}_\mu\); hence, the equivalence (4.3) holds. Applying (4.3) to the description (4.1) and noting that \(\mathbb{D}(\mathcal{C}_{[0,\infty]}) = \mathcal{C}_{<0}\) and \(\mathbb{D}(\mathcal{C}_{<0}) = \mathcal{C}_{[0,\infty]}\), we obtain the identity

\[
\mathcal{B}_{-\mu} = \langle \mathcal{C}_{[0,\infty]}, \mathbb{D}\big(\text{Coh}_\mu^L(X)\big), \mathcal{C}_{<0}, \mathcal{C}_{[0,\infty]}[-1] \rangle. \tag{4.5}
\]

By tilting \(\mathcal{C}_{[0,\infty]}[-1]\) back, we obtain the desired identity (4.2). \(\square\)

The following corollary obviously follows from Proposition 4.3:

**Corollary 4.4.** We have \(\mathbb{D}\big(\text{Coh}_\mu^L(X)\big) \subset \mathcal{D}_{-\mu}\).

### 4.2 \(L\)-invariants

Let \(\mathcal{M}_L(r, D) \subset \text{Obj}_{\mathcal{A}_\mu}\) be the substack of objects \(E \in \text{Coh}_\mu^L(X)\) with \((\text{ch}_0(E), \text{ch}_1(E)) = (r, d)\). We will not seek to prove that \(\mathcal{M}_L(r, D)\) is an open substack of finite type. Instead, the definition of \(\text{Coh}_\mu^L(X)\) and Lemma 3.11 easily imply that the \(\mathbb{C}\)-valued points of \(\mathcal{M}_L(r, D)\) on
Hall algebras

each component \( \text{Obj}_v(A_\mu) \) form a constructible subset. Therefore, by using the motivic relation, we obtain the element

\[
\delta_L(r, D) := \langle M_L(r, D) \subset \text{Obj}(A_\mu) \rangle \in \hat{H}_{r,D}(A_\mu).
\]

Also, Lemma 4.2 implies \( \delta_L(r, D) := (L - 1) \cdot \delta_L(r, D) \in \hat{H}_{r,D}(A_\mu). \) By projecting \( \delta_L(r, D) \) to \( \hat{H}_{r,D}(A_\mu) \) and applying (3.16), we obtain the integer-valued invariants \( L(r, D, -\beta, -n) \in \mathbb{Z} \) by the formula

\[
I_{r,D}(\delta_L(r, D)) = - \sum_{v \in \Gamma_{r,D}} L(v) \cdot c_v.
\]

### 4.3 Properties of the generating series

We discuss some properties of the generating series of \( N_{n,\beta} \) and \( L(r, D, -\beta, -n) \). For the former invariants, we have the following.

**Lemma 4.5.** For a fixed \( \beta > 0 \), the generating series

\[
\sum_{n \geq 0} N_{n,\beta} q^n \quad \text{and} \quad \sum_{n \geq 0} n N_{n,\beta} q^n
\]

are rational functions in \( q \).

**Proof.** Since the \( \bar{L}_\omega \)-stability is preserved under taking the tensor product with a line bundle \( L \) satisfying \( c_1(L) = \omega \), we have \( N_{n,\beta} = N_{n,\beta+\omega,\beta} \). Keeping in mind Remark 3.15 and the inequality \( \beta \cdot \omega > 0 \), we see that the desired property of \( \sum_{n \geq 0} N_{n,\beta} q^n \) and \( \sum_{n \geq 0} n N_{n,\beta} q^n \) is an easy consequence of this periodicity. \( \square \)

**Remark 4.6.** In fact, \( N_{n,\beta} \) further satisfies \( N_{n,\beta} = N_{-n,\beta} \), and this fact also shows that the second series in Lemma 4.5 is a rational function that is invariant under \( q \leftrightarrow 1/q \), as proved in [Tod10b, Lemma 4.6]. However, the first series in Lemma 4.5 is not invariant under \( q \leftrightarrow 1/q \).

As for the \( L \)-invariants, we have the following.

**Lemma 4.7.** For a fixed \( (r, D, \beta) \), the generating series

\[
\sum_{6n \in \mathbb{Z}} L(r, D, -\beta, -n) q^n
\]

is a Laurent polynomial in \( q^{1/6} \).

**Proof.** Suppose \( L(r, D, -\beta, -n) \neq 0 \). Then we have \( (r, \pm D, -\beta, \mp n) \in \Gamma_{r,\pm D} \) by Lemma 3.10(i) and Corollary 4.4. Hence the definition of \( \Gamma_{r,D} \) implies that for a fixed \( (r, D, \beta) \), we have \( L(r, D, -\beta, -n) = 0 \) for \( |n| \gg 0 \). This implies that the series in Lemma 4.7 is a Laurent polynomial in \( q^{1/6} \). \( \square \)

### 4.4 Proof of rationality

We define the generating series

\[
L_{r,D}(q, t) := \sum_{\beta, n} L(r, D, -\beta, -n) q^n t^\beta.
\]

The following result is a higher-rank version of the product expansion formula given in [Tod10b, Bri11].
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Theorem 4.8. We have the following product expansion formula:

\[ \text{PT}_{r,D}(q,t) = L_{r,D}(q,t) \prod_{n \geq 0, \beta > 0} \exp \left( (-1)^{rn+D\beta} N_{n,\beta} q^n t^\beta \right)^{D\beta - rn}. \]

Proof. The results of Lemmas 3.17 and 4.1 imply that \( \langle \text{Coh}_\mu^P(X), \mathcal{C}_{[0,\infty)} \rangle = \langle \mathcal{C}_{[0,\infty)}, \text{Coh}_\mu^L(X) \rangle. \) We obtain the following identity in \( \hat{H}_{r,D}(A_\mu) \):

\[ \delta_{\text{PT}}(r, D) \ast \delta(\mathcal{C}_{[0,\infty)}) = \delta(\mathcal{C}_{[0,\infty)}) \ast \delta_L(r, D). \]

Therefore, by the same argument used to deduce (3.27) in the proof of Theorem 3.18, we obtain the following identity in \( \hat{H}^{sc}_{r,D}(A_\mu) \):

\[ \delta_{\text{PT}}(r, D) = \exp \left( \text{Ad}^{sc}(\tau(\mathcal{C}_{[0,\infty]})) \right) \circ \delta_L(r, D). \]

By applying the integration map \( I_{r,D} \) in (3.16) and using Lemma 3.16 and the computation (2.9), we obtain the formula

\[ \text{PT}_{r,D}(q,t) = L_{r,D}(q,t) \exp \left( \sum_{n \geq 0, \beta > 0} (-1)^{rn+D\beta-1}(rn-D\beta)N_{n,\beta} q^n t^\beta \right). \] (4.4)

Therefore, we obtain the desired result. \( \square \)

The result of Theorem 1.3 is a corollary of the above result.

Corollary 4.9. Theorem 1.3 holds.

Proof. This is a consequence of the formula (4.4) together with Lemmas 4.5 and 4.7. \( \square \)
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